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Introduction: Event Cameras
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Sub-millisecond latency: Multiple thousands fps time-resolution equivalent

=> Faster and more accurate object detection possible

High-dynamic range: Robustness in difficult lighting conditions

Data efficiency: Only the pixels sensing the changes generate events

However, most computer vision algorithms are designed for dense data 
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Related Work
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Research directions:

• Conventional dense networks, 
e.g., CNNs

• Spiking Neural Networks

• Graph Neural Networks

• Transformers for spatio-temporal 
data

Reuse existing architectures

Model asynchronous data efficiently

Best computational efficiency

Good accuracy and inference time

Discards inherent sparsity and 
temporal resolution

Difficult to train
Accuracy to 
be improved



Method Descriptions: Asynchronous Event-based Graph 
Neural Networks (AEGNN)

Seminar: Robot Perception & Intelligence 5

[1]



Method Descriptions: Asynchronous Event-based Graph 
Neural Networks (AEGNN)

Seminar: Robot Perception & Intelligence 6

CNN GNN



Method Descriptions: Asynchronous Event-based Graph 
Neural Networks (AEGNN)

Seminar: Robot Perception & Intelligence 7

[1]



Method Descriptions: Recurrent Vision Transformers (RVT)
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Method Descriptions: Recurrent Vision Transformers (RVT)
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- Collect events for T 
discretized steps of time 
- Convert data into 
tensor suitable for 
convolutions



Method Descriptions: Recurrent Vision Transformers (RVT)
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- Apply 2D convolutions 
to extract spatial 
features and 
downsample data

-> Positional embeddings



Method Descriptions: Recurrent Vision Transformers (RVT)
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- Self Attention block to 
model local 
interactions
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Seminar: Robot Perception & Intelligence 12

[2]

- Grid Self Attention 
block to model global 
features



Method Descriptions: Recurrent Vision Transformers (RVT)
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- LSTM models 
temporal feature 
aggregation



Experiments and Results: AEGNN
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Experiments and Results: RVT
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Personal Comments
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• AEGNN

 Despite one of the best performance in its class, less precise than dense NNs

 Significant advantage in theoretical computational performance but not as hardware optimized as 
dense NNs

• RVT

 Real-time capable (2-4 ms forward pass on RTX 3090 GPU)

 State of the art accuracy and runtime despite using synchronous approach



Future Work
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• Optimize AEGNN on specialized hardware (e.g., FPGAs, IPUs) for enhanced low-power performance [1]

• Fully leverage temporal structure of event data on RVT [2]

• Provide high quality frames to enrich information and overcome situations with no events available for 
longer time [2]

• Integrate event-based perception into a broader perception stack for more comprehensive real-time 
applications

• Label-efficient training on event data (e.g., LEOD [3] with RVT-S [2] could slightly outperform RVT-B with 
standard training) [3]



Summary
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• Introduced the potential of event cameras in perception tasks

• Explored efficient methods for processing asynchronous data

• Presented and analyzed two distinct approaches: AEGNN and RVT

• Highlighted applications in real-time, difficult environments, and resource-limited scenarios

• Shown some potential research directions
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