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PART 01
Introduction
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Definition

Motivation01

02

Introduction

BEV

Bird’s Eye View

- Strong perspective effect

- Targets obstruction
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PART 02
State of the art
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2D-Perception 3D-Perception

VS

State of the art

• No depth information

• Static

• Limited application scenarios

• Depth perception

• More comprehensive understanding 

of the environment

• Wider range of application scenarios
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PART 03
Perception methods based on BEV
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- Pre-BEV Methods

- Post-BEV Methods

- Explicit Methods

- Implicit Methods

- Multi-Modal Fusion

- Temporal Fusion

BEV 
Perception

LiDAR-
based

Camera
-based

Fusion-
based

Perception methods based on BEV
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Multi-module fusion

Temporal fusion

Perception methods based on BEV

Fusion

Camera

LiDAR

Pre-BEV Method:
Features extraction 
by voxels

Region Proposal 
Network

BEV map

Post-BEV Method:
Perspective 
transformation

Features extraction 
under BEV map

Explicit:
- Homography matrix

Implicit:
- Neural networks
- Loss = Euler distance between real and 
predicted 2D center points

[Structure of BEVFusion]

[Structure of BEVFormer]
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PART 04
Methods comparison
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Methods comparison

• NDS: nuScenes Detection Score
• mAP: mean Average Precision
• mATE: mean Average Translation Error

• mASE: Average Scale Error 
• mAOE: mean Average Orientation Error
• mAVE: mean Average Velocity Error
• mAAE: mean Average Attribute Error
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Methods comparison
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Detection results comparison on the nuScenes test set

NDS mAP mASE

- mAP (mean Average Precision): Distance from the 2D center points under BEV map

- NDS (nuScenes detection score): Weighted average of all evaluation indicators in the table

- mASE (Average Scale Error): 1 – IoU (Intersection over Union) under perspective view
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PART 05
Future work
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Future work

For LiDAR-based
- Focus on researching 
backbone networks

For Camera-based
- Proposing new approaches to 
obtain the depth information

Other directions
- exploring how to reduce information 
loss during perspective transformation
- constructing new BEV detection heads

For Fusion-based
- Integration of different modules has greater 
potential
- Reducing redundant information in temporal 
fusion

01
02 04

03
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Thank you for listening!

Yu Wu

Munich, 16. January 2024


	BEV Map Based Perception for Autonomous Driving
	Slide 2
	Slide 3
	Slide 4
	Slide 5
	Slide 6
	Slide 7
	Slide 8
	Slide 9
	Slide 10
	Slide 11
	Slide 12
	Slide 13
	Slide 14
	Thank you for listening!

