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Learning-based Multi-modal Perception



“The process of perception involves making useful models of the environment from a 

confusion mass of sensory input data”.

2

Learning-based Multi-modal Perception

Introduction

• Semantic segmentation

• Object detection / tracking

• Pose estimation

• (…)

Source: R. Nevatia, Machine perception. Prentice Hall, 1982.



Many use relevant use cases, e.g.,

• Robotics

• Autonomous Vehicles

• Healthcare
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Where do we need Machine Perception?

Introduction

Source: https://www.cnet.com/home/this-robot-isnt-going-to-replace-your-in-home-nurse-yet/

 https://venturebeat.com/ai/waymos-autonomous-cars-have-driven-20-million-miles-on-public-roads/



“The term multimodality refers to an individual’s use of different modes (i.e. 

channels of communication) for the purpose of conveying meaning.”.
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Learning-based Multi-modal Perception

Introduction

• RGB images

• Depth

• dense

• sparse (e.g. LiDAR)

• Thermal imaging

(non-structural)

• IMU

• Audio

• Language

Source: M. J. Kessler, “Multimodality,” ELT Journal, vol. 76, no. 4, pp. 551–554, Jul. 2022.



• Better accuracy

• Robustness

– Adverse conditions

– Failure cases
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Source: J. Zhang et al., “Delivering Arbitrary-Modal Semantic Segmentation.” CVPR, 2023.

How does multimodality help?

Introduction



• Introduction and Overview

• Related Work

• Method Descriptions and Results

– Multi-modal curb detection

– CMX and CMNeXt

– Multi-modal knowledge expansion

• Personal Comments

• Future Work
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Overview
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Cross-Modal Fusion

Related Work

Source: J. Cao, H. Leng, D. Lischinski, D. Cohen-Or, C. Tu, and Y. Li, “ShapeConv: Shape-Aware Convolutional Layer for Indoor 

 RGB-D Semantic Segmentation,” ICCV, 2021. 

 X. Chen et al., “Bi-directional Cross-Modality Feature Propagation with Separation-and-Aggregation Gate for RGB-D 

Semantic Segmentation,” ECCV, 2020.

(e.g. ShapeConv) (e.g. SA-Gate)
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High-level: Leveraging RGB data and models 

Related Work

Related concept: Semi-supervised Learning

• Consistency regularization
Small input and model perturbations → small output changes

Additional loss term

• Pseudo-labeling
Teacher – Student Architecture

Generation of labels for unlabeled data

Source: E. Arazo, D. Ortego, P. Albert, N. E. O’Connor and K. McGuinness, "Pseudo-Labeling and Confirmation Bias in Deep Semi- 

  Supervised Learning," IJCNN, 2020.



Curb Detection Methods with LiDAR
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Source: S. E. C. Goga and S. Nedevschi, "Fusing semantic labeled camera images and 3D LiDAR data for the detection of 

urban curbs," ICCP, 2018.

Segmentation in RGB to find

Regions of Interest

in these ROIs:

use engineered spatial features

Segmentation is learning-based, 

but not fusion!

Related Work
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Multi-modal curb detection and filtering

Source: S. Das, N. Mahabadi, S. Chatterjee, and M. Fallon, “Multi-modal curb detection and filtering,” CoRR, vol. abs/2205.07096, 

2022.

Detected curb features (blue) and ground truth (green)

Detection of curb points by 

unsupervised clustering

Multi-modal fusion of 

• RGB

• LiDAR

Data collection vehicle

• 4 sensors

• varying FoVs



Detection of curb points by 

unsupervised clustering

Multi-modal fusion of 

• RGB

• LiDAR

Data collection vehicle

• 4 sensors

• varying FoVs
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Multi-modal curb detection and filtering

Source: S. Das, N. Mahabadi, S. Chatterjee, and M. Fallon, “Multi-modal curb detection and filtering,” CoRR, vol. abs/2205.07096, 

2022.



Curb segmentation on RGB

• EfficientNet

Association with LiDAR

Unsupervised clustering

• DBSCAN (density-based)

Filtering

• RANSAC filtering

• Delaunay filtering
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Multi-modal Curb detection - Method

Source: S. Das, N. Mahabadi, S. Chatterjee, and M. Fallon, “Multi-modal curb detection and filtering,” CoRR, vol. abs/2205.07096, 

2022.



Curb segmentation on RGB

• EfficientNet

Association with LiDAR

Unsupervised clustering

• DBSCAN (density-based)

Filtering

• RANSAC filtering

• Delaunay filtering
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Multi-modal Curb detection - Method

Source: S. Das, N. Mahabadi, S. Chatterjee, and M. Fallon, “Multi-modal curb detection and filtering,” CoRR, vol. abs/2205.07096, 

2022.
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Multi-modal Curb detection - Results

Source: S. Das, N. Mahabadi, S. Chatterjee, and M. Fallon, “Multi-modal curb detection and filtering,” CoRR, vol. abs/2205.07096, 

2022.
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Multi-modal Curb detection - Results

Source: S. Das, N. Mahabadi, S. Chatterjee, and M. Fallon, “Multi-modal curb detection and filtering,” CoRR, vol. abs/2205.07096, 

2022.
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CMX: Cross-Modal Fusion for RGB-X

Source: J. Zhang, H. Liu, K. Yang, X. Hu, R. Liu, and Rainer Stiefelhagen, “CMX: Cross-Modal Fusion for RGB-X Semantic 

 Segmentation With Transformers,” IEEE Transactions on Intelligent Transportation Systems, vol. 24, no. 12, pp. 

 14679–14694, 2022.

Unified fusion framework

RGB-X semantic segmentation

Attention mechanisms enable 

efficient fusion
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Overall Framework

CMX - Method

Source:  E. Xie, W. Wang, Z. Yu, A. Anandkumar, J. M. Alvarez, and P. Luo, “SegFormer: Simple and Efficient Design for 

 Semantic Segmentation with Transformers,” NeurIPS, 2021. 

 J. Zhang, H. Liu, K. Yang, X. Hu, R. Liu, and Rainer Stiefelhagen, “CMX: Cross-Modal Fusion for RGB-X Semantic 

 Segmentation With Transformers,” IEEE Transactions on Intelligent Transportation Systems, 2022.

Layer Mix Transformer (MiT)

CM-FRM Cross-modal feature rectification

FFM Feature fusion



20

Overall Framework

CMX - Method
Layer Mix Transformer (MiT)

CM-FRM Cross-modal feature rectification

FFM Feature fusion

Source:  E. Xie, W. Wang, Z. Yu, A. Anandkumar, J. M. Alvarez, and P. Luo, “SegFormer: Simple and Efficient Design for 

 Semantic Segmentation with Transformers,” NeurIPS, 2021. 

 J. Zhang, H. Liu, K. Yang, X. Hu, R. Liu, and Rainer Stiefelhagen, “CMX: Cross-Modal Fusion for RGB-X Semantic 

 Segmentation With Transformers,” IEEE Transactions on Intelligent Transportation Systems, 2022.
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Cross-modal feature rectification module (CM-FRM)

CMX - Method

Source: J. Zhang, H. Liu, K. Yang, X. Hu, R. Liu, and Rainer Stiefelhagen, “CMX: Cross-Modal Fusion for RGB-X Semantic 

 Segmentation With Transformers,” IEEE Transactions on Intelligent Transportation Systems, vol. 24, no. 12, pp. 

 14679–14694, 2022.

Channel-wise rectification Spatial rectification
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Feature fusion module (FFM)

CMX - Method

Source: J. Zhang, H. Liu, K. Yang, X. Hu, R. Liu, and Rainer Stiefelhagen, “CMX: Cross-Modal Fusion for RGB-X Semantic 

 Segmentation With Transformers,” IEEE Transactions on Intelligent Transportation Systems, vol. 24, no. 12, pp. 

 14679–14694, 2022.

Information exchange Information fusion

Efficient attention across modes
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CMNeXt: Arbitrary-Modal Fusion

Source: J. Zhang et al., “Delivering Arbitrary-Modal Semantic Segmentation,” CVPR, 2023.

Extending CMX

• Multiple additional modalities

• Retains two-stream architecture

Synthetic dataset DeLiVER

• Depth

• LiDAR

• Multiple Views

• Event
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CMNeXt: Arbitrary-Modal Fusion

Source: J. Zhang et al., “Delivering Arbitrary-Modal Semantic Segmentation,” CVPR, 2023.

Extending CMX

• Multiple additional modalities

• Retains two-stream architecture

Synthetic dataset DeLiVER

• Depth

• LiDAR

• Multiple Views

• Event
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CMX and CMNeXt - Results

Source: J. Zhang et al., “Delivering Arbitrary-Modal Semantic Segmentation,” CVPR, 2023.
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CMX and CMNeXt - Results

Source: J. Zhang et al., “Delivering Arbitrary-Modal Semantic Segmentation,” CVPR, 2023.





Models need to be trained on data!
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RGB

• Big field of research

• Many datasets

• Well-trained backbones

Multi-modal

• Some labeled datasets,

lots of unlabeled data

• Not many pre-trained backbones

Multimodal Knowledge Expansion - MKE

Source: Z. Xue, S. Ren, Z. Gao, and H. Zhao, “Multimodal Knowledge Expansion,” ICCV, 2021. 



Models need to be trained on data!
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RGB

• Big field of research

• Many datasets

• Well-trained backbones

Multimodal Knowledge Expansion - MKE

Source: Z. Xue, S. Ren, Z. Gao, and H. Zhao, “Multimodal Knowledge Expansion,” ICCV, 2021. 

Transfer knowledge to different modes?

Multi-modal

• Some labeled datasets,

lots of unlabeled data

• Not many pre-trained backbones



Based on knowledge distillation

Teacher-Student architecture

• Teacher

– unimodal

– generates pseudo-labels

• Student

– multi-modal

– learns on pseudo-labels
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MKE - Method

Source: Z. Xue, S. Ren, Z. Gao, and H. Zhao, “Multimodal Knowledge Expansion,” ICCV, 2021. 



Solution → Loss term

(like consistency regularization in SSL)
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Confirmation Bias
Student should not strictly confirm to Teacher's pseudo-labels!

MKE - Method

Source: Z. Xue, S. Ren, Z. Gao, and H. Zhao, “Multimodal Knowledge Expansion,” ICCV, 2021. 

𝑙𝑐𝑙𝑠(∙) Cross-entropy loss

𝑙𝑟𝑒𝑔(∙) Distance metric (L2)

𝑓𝑠(∙) Student model

𝑇(∙) Transformation on 

student model

(i.e. input or model 

perturbation)



33

MKE - Results

Source: Z. Xue, S. Ren, Z. Gao, and H. Zhao, “Multimodal Knowledge Expansion,” ICCV, 2021. 
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MKE - Results

Source: Z. Xue, S. Ren, Z. Gao, and H. Zhao, “Multimodal Knowledge Expansion,” ICCV, 2021. 



Multi-modal curb detection

• Unimodal Segmentation

• Simple unsupervised fusion in pipeline

• No interaction / end-to-end learning!

CMX and CMNeXt

• Unified fusion framework

• (close to) SOTA, even comparing to specialized models

• only image-like formats - no sparse data (LiDAR!)
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Personal Comments



Multi-modal knowledge expansion

• Exciting (and surprising) results

• however very theoretical

• still a young field of research
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Personal Comments



Leverage RGB knowledge in SOTA

• Starting point: Multi-modal Knowledge Expansion

• Train SOTA multi-modal model

• Student-teacher architecture

• Improvements?
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Future Work



Support of different representations for modalities

• for fully unified multi-modal framework

• Image-like data, point cloud, non-structural (Audio, Language, …)

• no conversion / loss of structure necessary

even further:

Shared representation between modalities 

• Recent advance → ImageBind

38

Future Work

Source: R. Girdhar et al., “ImageBind: One Embedding Space To Bind Them All,” CVPR, 2023.
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Thank you for listening!

Any Questions?
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